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ABSTRACT

Supervised learning is gradually used for image quality as-
sessment (IQA). For the patch-based methods, the ‘ground
truth’ quality of patches is essential for training, but in prac-
tice it’s easy to obtain the ground truth quality of images
rather than patches. So we propose an Image-Patch mod-
el (IPM) to estimate the ‘ground truth’ quality for patches
with known ground truth quality of images. Combined with
baseline image quality estimator e.g. convolutional neural
network IQA (CNN-IQA), the IPM can reduce the noise in
patches’ labels and make training more efficiently. The ex-
periments show that the IPM improves the performance of
baseline estimator on most of the distortion types while make
great progress in evaluating local quality.

Index Terms— image quality assessment, convolutional
neural networks, patch quality, supervised learning

1. INTRODUCTION

Perceptual quality of images is a fundamental metric in many
image processing tasks or image-related applications. Im-
age quality assessment (IQA) methods fall into three cate-
gories: Full-Reference IQA (FR-IQA), Reduced-Reference
IQA (RR-IQA) and No-Reference IQA (NR-IQA). In real-
world scenarios, due to the limitation of getting access to non-
distortion reference images, NR-IQA methods are preferable.

In recent years many learning-based IQA methods have
been proposed, especially deep learning methods [1, 2, 3].
These methods usually require a large amount of data for
model training and existing IQA datasets can’t meet the de-
mand. To solve this problem, patch-based methods are grad-
ually used in IQA, e.g. CORNIA [4], CNN-IQA [3].

In patch-based IQA methods, there are bilateral relation-
ships between image quality and patch quality: from patch
to image and from image to patch. In the former scenari-
o, the image quality estimation problem is transformed into
the patch quality estimation problem. With estimated patch
quality scores, a spatial pooling algorithm is taken to obtain
the image quality score. In practice, spatial pooling has been
treated superficially for convenience, e.g. using a simple s-
patial average. [5] evaluated the effect of different pooling
strategies and concluded that the information content-weight
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Fig. 1: The NR-IQA framework with [PM and learning-based
image quality estimator. The chart in the blue dashed box rep-
resents the training process. And the chart in the red dashed
box represents the inference process.

pooling strategy performed best. In addition, some works fo-
cused on weighted pooling strategy based on visual attention,
e.g. [6] proposed a visual importance pooling for IQA.

From image to patch is the other important direction
which is often ignored. The key to the problem is how we
can get patch quality score based on the known image quality
score. Why is this important? The patch-based learning meth-
ods requires the ‘ground truth’ of patch quality for training
but there are only the ground truth quality of images instead
of patches in IQA datasets. To deal with this problem, exist-
ing works usually assign the image quality score to all patches
in this image as their ‘ground truth’, e.g. CNN-IQA [3]. This
approach might introduce much noise in patches’ labels be-
cause in some distortion types the quality of patches in one
image varies much and the patches’ quality score can’t be
simply assigned as the image quality core. To avoid intro-
ducing much noise, a well designed method is expected to
estimate quality score for each patch based on the ground
truth quality score of one image.

We propose an Image-Patch model to help estimate the
‘ground truth’ quality of patches based on the known image
quality score and the reference image. In a formal statement,
the aim is to find a nonlinear function f (x;6) to estimate the



patch quality where x is the feature of the patch and 6 is the
parameter of the model. For simplicity, we try patch’s Mean
Square Error (MSE) and Structural Similarity Index Measure
(SSIM) [7] as the feature and assume the model is a curve
model which is fitted by a cubic polynomial function. Then
based on the following two observations (1) MSE=0 or S-
SIM=1 means theoretically best quality score (2) the mean
quality score of the patches with lowest quality is linear to the
ground truth quality of image, we use some prior points to fit
the curve model. Then it’s easy to get the ‘ground truth’ qual-
ity for all patches with the fitted model. Lastly, the ‘ground
truth’ quality of patches can be used to train a learning-based
image quality estimator. In this paper, we conducted exper-
iments with the framework that combined our IPM with a
baseline estimator: CNN-IQA.

It is worth noting that the IPM only works in the training
stage of baseline estimator, and it helps the baseline estimator
learn more representative features. However, in the inference
stage, we only sample raw patches from test images and send
them into the learned model to get the predicted quality s-
cores. Therefore, the proposed framework is FR in training
stage but NR in inference stage. In terms of the practical
applications of IQA methods, we believe it is reasonable to
classify the proposed framework as a kind of NR-IQA metric.

Our contributions are as follows. First, we propose a
method to model the relationship from image quality score
to patch quality score. To our best knowledge, it is the first
work to solve this problem. Second, the IPM can increase the
amount of training data through estimating credible ‘ground
truth’ quality scores for patches. Finally, it improves the
performance of existing learning-based IQA methods.

2. IMAGE-PATCH MODEL

2.1. Formulation

Given a distorted image D, its reference image R and the
ground truth quality score of distorted image (), the objec-
tive is to estimate the ‘ground truth’ quality {q¢1,...,q} for
patches {d1,...,d;} of D whose corresponding patches of
R are {ry,...,r;}, where [ is the number of patches sampled
from one image. All the patches have the same size.

In the Image-Patch model, we use a non-linear function f
to model the relationship between variables ¢; and d; in the
following form,

qi = f(®(d;); 0) (1

where ®(d;) represents the feature of patch d;, and 6 is the
parameters of the non-linear function.

The design of features for patches is the key to the prob-
lem. It’s feasible to take the raw patch as the model input,
but it will be hard to solve the parameters in the model due to
the high dimension of input. Therefore, the feature should be
compact to represent the distortion degree of patches.

We found FR-IQA methods are good choice for the design
of features because these methods use the information from
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Fig. 2: (a) and (b) are the fitted non-linear model of one GN
and JPEGTE image from TID2008. The points represent the
IPM fitted quality scores for all patches in one image. The
number of patches are same for (a) and (b).

both reference and distortion image. In our work, we tried
the frequently used FR-IQA methods: MSE and SSIM [7],
and the experiments results show that both can improve the
performance of a baseline image quality estimator.

2.2. Priori Observations for IPM

Next, we introduce some assumptions on IPM properties
based on some priori observations. In addition, we define
a reasonable learning set with which we can solve the IPM
through a optimization process under the constraints of above
assumed properties.

One obvious property of the IPM is monotonicity, which
means if the quality of input patch is low then the estimated
‘ground truth’ quality should also be low. For example, using
s; and s; denote the SSIM for patch 4 and j. Then, if s; > s;,
f(si) > f(s;) (higher SSIM means higher quality).

Another priori observation is if a patch with MSE=0 or S-
SIM=1 and its quality score should be the highest MOS value
(e.g. MOS=9 in TID2008 [8]). This doesn’t mean that the IP-
M only works for images with local distortion which contain
distortion-free patches. It just guarantee the fitting curve in
IPM will always cross the point that MSE=0 or SSIM=1 and
MOS equals the highest value regardless of whether there are
distortion-free patches in the images.

Moreover, previous work [5, 6] showed that the lowest
quality region in one image emphatically influences the sub-
jective judgement of its quality. [9] found that in one image
the percentile pooling results of 10% patches with lowest F-
SIM [10] quality scores have much better linearity with the
quality score of image than the 100% patches. Based on this
observation, it would be reasonable to roughly assign the im-
age quality score to the 10% patches with lowest MSE or
highest SSIM.

With above observations, we get the learning set that
can be used to learn the non-linear model. The learning set
includes two parts: first, denoted as Ly;,, the patch with
MSE=0 or SSIM=1 and quality score equals the highest
MOS, which guarantees the non-linear model crossing one
fixed point; second, 10% patches with worst quality, denoted



as Lyorst, that their quality scores are close to the image’s
quality score, which would push the non-linear model to be
quite flat at the higher MSE or lower SSIM phase as shown
in Fig. 2. Meanwhile considering that the model have the
monotonicity, we apriori assume the non-linear curve model
in IPM is a cubic polynomial function in the following form,

F(@(d); 0) = a®(d)® + b®d(d)* + c®(d) +d )
d = MOSax d = Lyi,, for MSE

s.t. a+b+c+d=MOSpnax d= Ly, for SSIM
f(@(dy);0) = Q d; € Lyorst

where = {a,b,c,d} are the parameters of the non-linear
model, and MOS,,,,x = 9.0 represents the theoretically max-
imum MOS in TID2008.

2.3. Model Fitting

We use the least square method to fit the above curve model
and obtain the parameters that best fit the learning set. Then
we take the MSE {my,...,m;} or SSIM {s1,...,s} of all
patches as the input of the IPM and get their corresponding
estimated quality score {q1, ..., ¢ }. Fig. 2 shows two fitting-
curves of two example images. It’s shown that the patch quali-
ty distribution of different distortion types vary greatly, which
indicates the necessity of designing ‘ground truth’ quality for
patches accodingly .

3. IQA FRAMEWORK WITH CNN-IQA

The proposed IPM aims to make the image quality estimator
training more efficiently, as shown in Fig. 1. We choose cur-
rently one state-of-the-art learning-based NR-IQA method:
CNN-IQA[3] as the basic image quality estimator.

The CNN architecture in [3] includes one convolution lay-
er, one max-min pooling layer, two fully connected layers and
an output node. The network directly takes raw patch as input
and predicts the quality score for it. Different from the IPM,
in [3] the author directly assigned the image quality score to
the corresponding all extracted patches as their ‘ground truth’.

3.1. Training and Inference

Training For each training image, we fit an IPM to estimate
the quality scores {q1, . .., ¢} for all extracted patches. Then
the fitted quality score will play the role of ‘ground truth’ to
conduct loss function as shown in Fig. 1. Let F'(d;;w) be
the predicted score of patch d; with network parameter w in
image quality estimator: CNN-IQA. The adopted objective
function is similar to [3] as follows:

N
w* = argv{’nmNZHF(di;w) - qilly 3)

i=1
The above is a minimum optimization problem. Same
to [3], We use Stochastic Gradient Decent (SGD) to solve

this problem. A validation set is used to select parameters of
the trained model and prevent over-fitting. In experiments we
perform SGD until convergence when training and keep the
model parameters that generate the highest Spearman Rank
Order Correlation Coefficient (SROCC) on the validation set.
Inference For each test image, We feed all extracted patch-
es into the network, and obtain the predicted patch quality
scores. Then, different from mean pooling strategy in [3], we
take a percentage pooling strategy that take the average of the
lowest 10% patches’ quality scores as the predicted quality
score for image. This way corresponds to the priori assump-
tion in subsection 2.2.

4. EXPERIMENTS

Dataset: We conducted experiments on TID2008 dataset [8].
There are total 1700 distorted images derived from 25 refer-
ence images with 17 different distortion types at 4 degrada-
tion levels. Mean Opinion Score (MOS) for this dataset were
computed for each image, which is in the range 0 to 9. The
17 distortion types include: Additive Gaussian noise (AGN),
Additive noise in color components (ANCC), Spatially corre-
lated noise (SCN), Masked noise (MN), High frequency noise
(HFN), Impulse noise (IN), Quantization noise (QN), Gaus-
sian blur (GB), Image denoising(IDN), JPEG compression
(JPEG), JPEG2000 compression (JP2K), JPEG transmission
errors (JPEGTE), JPEG2000 transmission errors (JP2KTE),
Non eccentricity pattern noise (NEPN), Local block-wise dis-
tortions (LBD), Intensity shift (IS) and Contrast change (CC).
Evaluation Method: SROCC was used to measure the con-
sistency strength between predicted quality score and the
ground truth quality of image. To eliminate the bias due to di-
vision of the data, we performed a repeated random train-test
split for 20 trials. Each trial selected 60% reference image
and their distorted versions as training set, 20% as validation
set and the rest 20% as test set.

Image Preprocessing: Before model training the local con-
trast normalization was performed on all images. Then patch-
es with size 32 x 32 were sampled at stride 16 with overlap
from each image.

4.1. Experimental results on TID2008

Table 1 shows the comparison results between our method
and three FR-IQA methods: peak-signal-to-noise ratio (P-
SNR), SSIM [7], VIF [11], and four NR-IQA method-
st CS [12], QAC [13], BRISQUE [14], CNN-IQA [3].

Ours(MSE) represents using the IPM with MSE, and Ours(SSIM)

represents using the IPM with SSIM. All experiments are un-
der the same experimental configuration. Except CNN-IQA
all source codes were provided by the authors. Due to the fact
that CNN-IQA neither published the source code nor reported
their results on TID2008, we implemented it ourselves based
on Theano toolbox [15].

Of all 17 distortion types in TID2008, we experimented
on the first 15 because our method is not suitable for the last t-
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Fig. 3: Comparison of local quality evaluation results. (a) JPEGTE and LBD distortion images. (b) MSE maps. (c) Quality
maps from CNN-IQA. (d) Quality maps from our method (MSE).

AGN  ANCC SCN MN HFN IN QN GB IDN  JPEG JP2K JPEGTE JP2KTE NEPN  LBD | NDS

FR PSNR 0.897 0.899 0914 0855 0925 0.883 0.872 0917 0948 0.887 0.820  0.769 0.853  0.641 0.673 | 0.747
SSIM [7] 0.864 0.838 0.832 0.763 0.900 0.774 0.829 0948 0955 0920 0965 0.847 0.895  0.605 0.885 | 0.816

VIF [11] 0.887 0.884 0.887 0.837 0.906 0.886 0.876 0.950 0926 0911 0.972 0.817 0.873  0.800 0.869 | 0.696

CS [12] 0.856 0470 0.132 0554 0941 0904 0365 0.853 0.621 0930 0.859 -0.18  0.014 0.111 0.025 | 0.265

NR QAC [13] 0.641 0.643 0.218 0.640 0.809 0.755 0.604 0.795 0465 0805 0.837 0.035 0.284  0.082 0.392 | 0.253
BRISQUE[14] | 0.886 0.887 0819 0.794 0932 0931 0.799 0.783 0.677 0842 0.832  0.440 0.827 -0.033 0456 | 0.618
CNN-IQA [3] 0.790 0.744 0.767 0.851 0.882 0.827 0.700 0.899 0.919 0.908 0.930  0.839 0.808  0.513 0.718 | 0.621
Ours(MSE) 0908 0.876 0915 0.867 0.928 0.890 0842 0.945 0.867 0939 0920 0.837 0.805  0.736 0.752 | 0.861
Ours(SSIM) 0912 0.877 0914 0862 0928 0.882 0.843 0941 0.865 0941 0922 0.816 0.818  0.764 0.703 | 0.858

Table 1: Median SROCC of 20 train-test splits on TID2008 dataset. The bold type indicates best results in FR-IQA and

NR-IQA methods.

wo due to the preprocessing step. Both distortion-specific (D-
S) and non-distortion-specific (NDS) experiments were per-
formed for all methods.

For distortion-specific experiments, our method outper-
formed other NR-IQA methods on more than half of the dis-
tortion types. Compared to CNN-IQA, our method with IP-
M improved a lot because the IPM can reduce the noise in
patches’ labels and make the CNN training more efficient-
ly. For non-distortion-specific experiments, our method per-
formed even better than FR-IQA methods. This indicates that
IPM helps make the image quality estimator more general and
work widely without the limitation of specific distortion type.

It should be pointed out that, for LBD distortion the pro-
portion of distorted patches ranges from 5% to 30% in differ-
ent images. Therefore, in DS experiment, we used 5% patch-
es to fit the IPM in training process and took 5% percentile
pooling strategy in inference process.

4.2. Local Quality Evaluation

To visually show the promotion of using IPM, we test the
ability to predict local quality of the proposed method and
CNN-IQA. With the trained model from NDS experiments,
we predicted the quality score for patches which sampled in

the size 32 x 32 at a stride 16, and then normalized the pre-
dicted quality score into range [0,255] to form a quality map.
The tested original images, MSE maps and corresponding
quality maps are shown in Fig. 3. It’s obvious that our method
can locate the low quality region more accurately. It’s impor-
tant to note that our method can predict the quality map for
any given image without the need of the reference image.

5. CONCLUSION

We propose an Image-Patch model to help estimate the
‘ground truth’ for patches. We combined the IPM with
one basic image quality estimator: CNN-IQA, and find IPM
can improve the performance of the basic estimator on most
distortion types. In addition, the IPM also makes the estima-
tor more general and gains great progress in evaluating local
quality.
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